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ABSTRACT: This study presents a method for identifying small
subsets of morphological attributes of the skeletal pelvis that have
consistently high reliability in assigning the sex of unknown indi-
viduals. An inductive computer algorithm (ID3) was applied to a
bootstrapped training set/test set design in which the model was de-
veloped from 70% of the sample and tested on the remaining 30%.
Relative accuracy of sex classification was evaluated for seven sub-
sets of 31 morphological features of the adult os coxae. Using 115
ossa coxarum selected from the Terry Collection, a selected suite of
the three most consistently diagnostic attributes averaged 93.1%
correct classification of individuals by sex over ten trials. Attribute
suites developed collaboratively with three well known skeletal ex-
perts averaged 87.8, 91.3, and 89.6% correct. The full set of 31 at-
tributes averaged 90.0% accuracy. We demonstrate a small set of
three criteria, selected and ordered by ID3, that is more accurate
than other combinations, and suggest that ID3 is a useful approach
for developing identification systems.

KEYWORDS: forensic science, forensic anthropology, sex deter-
mination, os coxae, innominate, ID3, expert systems, bootstrap, re-
sampling

Accurate determination of sex from morphological characteris-
tics of the skeletal pelvis is partly dependent on the order and man-
ner in which the traits selected for analysis are applied. It is clear
from studies of the decision-making processes of experts in various
fields that some factors are regarded as more informative than oth-
ers (1). Such preferences are based on empirical and intuitive
knowledge weighted by individual experience and consistently
lead expert analysts to highly accurate conclusions. However, less
experienced practitioners often have limited means by which to pri-
oritize criteria or recognize a point of diminishing return, beyond
which additional data are likely to add confusion instead of clarity.
Phenice (2) addressed this issue by suggesting that individual sex
could be estimated with approximately 95% accuracy using a small
suite of three morphological pelvic traits and proposing subjective

guidelines for the evaluative weight to be placed on each trait.
More recently, Rogers and Saunders (3) exhaustively tested 17
morphological features individually and in various combinations to
determine optimal strategies for estimation of sex from the os
coxae. Selected pairs and suites of three traits were found to esti-
mate sex more accurately (�95% correct) than the entire suite of
17 applied collectively or any trait used individually.

We present an alternative approach for the identification of at-
tribute subsets. Using an expert systems algorithm (ID3) to select
and order the features with the greatest explanatory power, we
identify a suite of three morphological criteria of the pelvis that
correctly assigned individual sex with a mean accuracy of 93.1%
over ten bootstrapped trials. This approach permits evaluation that
is objective, testable, and repeatable by bootstrap methods, for
qualitative criteria that do not lend themselves well to analysis by
linear models (see Garson (4) for comparison of ID3 with multiple
linear general hypothesis (MLGH) models and neural networks,
using data designed for compatibility).

An expert system is a rule-based computer program designed to
simulate the decision-making process of a human expert in a par-
ticular domain or area of expertise (1). Expert systems are often de-
ployed where the limited endurance of human experts makes au-
tomation preferable, as in industrial processes that require
continuous monitoring, or when cost favors the employment of
nonexpert diagnosticians, as, for example, in telephone “help” lines
for basic computer technical support. They may also supplement
human experts in domains where the breadth and depth of available
knowledge can exceed human capacity for timely recall, such as
complex or unusual medical diagnoses.

Rule-based programming is one of the most common paradigms
for developing expert systems. Commonly known as “rules-of-
thumb,” these heuristic models can be represented as decision trees
composed of series of questions whose answers determine the next
questions to be asked. The trees are used to develop decision rules
for expert systems. Generally, decision rules are encoded as IF . . .
THEN statements, which represent the heuristic, decision-making
processes of human experts (1). Rules are developed from detailed
interviews, discussions, and data validation with domain experts in
a process of participant observation closely resembling ethno-
graphic fieldwork. ID3 (Iterative Dichotomizer 3) is an algorithm
developed by Quinlan (5–7) as a means by which to induce deci-
sion rules directly from data sets and thereby aid the development
of rule-based expert systems.

Data sets appropriate for analysis with ID3 may be interval, or-
dinal, categorical, or logical in form, provided that they can be or-
ganized as examples, attributes, and classes. Each example may
contain many attributes, which are treated as independent vari-
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ables, but it may contain only one class, serving as the dependent
variable. In this paper, each os coxae used as an example has 31 at-
tributes, with each attribute representing a single morphological
characteristic. The known sex of each example constitutes its class.

The root of the decision tree is formed by selecting the attribute
that partitions the largest number of examples into a single class,
thus minimizing entropy. This procedure is reiterated until the re-
maining examples are classified into subsequent branches that
each terminate in a single class (4,8,9). To do this, ID3 uses the
standard information theory definition of entropy (10), in which

H � � ∑
i

pi log2(pi)

where pi is the proportion of class values in category i (see Quinlan
(6), Schrodt (9), and Garson (4), for detailed discussion of the ID3
algorithm).

Mathematically, ID3 minimizes entropy in each iteration of its
algorithm. It will use the fewest attributes necessary to reach a
complete explanation of the given classes and will frequently not
need to utilize all attributes in the data set (4). In terms of output,
this can be viewed as maximization of the number of examples
classified on each branch of the decision tree. Therefore, ID3 tends
to construct short trees and will classify correctly all examples in
the data set unless two or more examples have identical values for
all attributes, but belong to different classes (9). In terms of sex
classification from the os coxae, such a condition exists when two
cases have identical scores for all attributes, yet one is female and
the other is male. These ambiguous cases are assigned adjacently,
as parallel branches on the same node of the tree.

ID3’s prioritization of attributes may be viewed as problematic,
since examples are removed from the evaluation process once they
have been classified (4,9). However, adjacent classification of am-
biguous examples is a potential advantage of ID3. Since a decision
tree graphically represents the relations among examples and pri-
oritizes attributes according to their explanatory power, ambiguous
examples and their common attributes are easily identifiable. Ad-
ditionally, ID3 treats missing data as classes. That is, a class is as-
signed for all possible values of attributes selected for the decision
tree, even if no examples in the data set can be assigned to it. Since
it is common for skeletal material to have missing or damaged parts
due to differential preservation or recovery, postmortem damage,
and/or other causes that are not randomly distributed, ID3 can be
used to probe for causal relations among missing data, often with
directly interpretable results (4,9).

Recent developments of ID3, such as C4.5 (11) and Bayesian
classification systems, such as Autoclass (12), use more complex
methods of accommodating missing and ambiguous (noisy) data,
and do not require prior assignment of discrete classes, but these
applications may not necessarily perform better than ID3.

Materials and Methods

The Terry Collection, housed at the Smithsonian Institution in
Washington, D.C., presently contains 1728 specimens. The collec-
tion contains both sexes of individuals with African, European, and
mixed ancestry, whose remains were originally obtained as medi-
cal school cadavers. The collection is well documented with re-
spect to race, sex, and age at death. It is evenly distributed by race,
except for white females, which are underrepresented in several
age groups. Our sample consists of adult ossa coxarum originally
selected for approximately equal distribution by age, exclusive of
individuals aged over 90 years. The sample of 115 comprises 35 fe-

males and 80 males, of which 26 females and 38 males were docu-
mented as African-American (Black) and one male was recorded as
Asiatic. The remaining nine females and 41 males appear in col-
lection records as white. One of us (SAM) evaluated each of three
attribute suites, totaling 31 morphological characteristics of the os
coxae, as elicited from three experts in skeletal analysis (Table 1).

Expert A is a bioarchaeologist who occasionally works in foren-
sic anthropology. Expert B is recognized as both a bioarchaeologist
and forensic anthropologist, and Expert C is primarily known for
work in forensic anthropology. Attribute suites were elicited using
ethnosemantic methods (1) to identify the morphological traits
upon which each expert is most likely to rely when he or she con-
ducts a skeletal analysis. The suites comprise pelvic traits widely
recognized as sexually diagnostic, but since each suite reflects an
expert’s personal experience in practice it is not necessarily the
same suite she or he would freely recommend to others. We have
therefore withheld the experts’ identities.

Age at death, race, and sex were recorded for each selected spec-
imen in a separate log prior to scoring, to minimize the examiner’s
awareness of life history data. Pelvic traits were scored in anatom-
ical groups: general pelvic morphology was scored first, followed
by features of the posterior and inferior pelvis and traits associated
with the os pubis. The sequence is indicated in Table 1.

We noted that ID3 will correctly classify 100% of the examples
in a data set unless two or more examples have identical attribute
values and different classes. But this is not a useful representation
of accuracy, since the decision tree is effectively “tested” on the
data from which it is built. To test the predictive value of a rule, a
training set/test set research design must be used.

A decision tree must be built using a data subset (training set),
and its validity tested by applying it to a test set of new examples.
The accuracy of the tree is measured by the number of new exam-
ples that cannot be fitted to the existing classification. By repeating
this procedure many times, each with different training/test sets, it
is possible to identify the relative accuracy and usefulness of the
trees, as well as the attributes with the most consistent power of
classification.

For the present study, ten training sets and ten separate test sets
were created by bootstrapping the primary sample of 115 individ-
uals (9,13). In a variation of a split-sample test (13), training sets of
n � 80 examples (~70%) were drawn randomly with replacement.
Test sets were comprised of examples not selected for the corre-
sponding training sets. Test sets therefore ranged in size from 52 to
63 examples, with a mean of 57 and mode of 59. Due to the excess
of males in our primary sample, a secondary data set of 30 males
and 30 females (n � 60) was drawn without replacement from the
original sample of 115, then resampled as described above, to per-
mit a preliminary evaluation of the sensitivity of ID3 to bias effect
due to the sex distribution in the primary sample. The secondary
sample was drawn without replacement to ensure that no individu-
als could fall into both the training and test sets upon resampling.

Each of the seven attribute suites shown in Table 2 was subjected
to 10 training set/test set trials with the following objectives: 1) all
31 attributes were combined to evaluate relative influences in sex
determination; 2) the suites of traits preferred by each skeletal ex-
pert were tested separately to determine the effectiveness of each;
3) a suite of three attributes (A7, B7, and C4, shown in Table 1) was
pruned from those ID3 consistently placed at or near the root of de-
cision trees and evaluated for its effectiveness relative to other at-
tribute suites; and 4) the three attributes recommended by Phenice
(2), represented here by A4, B4, and C5, were tested for compari-
son with our selected suite of three attributes. The secondary sam-
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evenly distributed by sex, as noted above, to permit a preliminary
evaluation of the effect of sampling bias when using ID3. Our se-
lected suite of A7, B7, and C4 misclassified an average of 13.5%
of all cases in the secondary sample, compared to 6.9% for the suite
when applied to the primary sample of 115. The difference was
largely due to three poor trials of  �20% error. However, error rates
by sex were not biased.

These results suggest that ID3 has a potentially useful sensitiv-
ity to qualitative and quantitative changes in sample composition.
The present study was not designed directly to address questions of
bias in estimation of sex from skeletal remains as discussed by
Buikstra and Mielke (15), Walker (16), or Weiss (17). It is there-
fore not clear whether the observed effects are due to sample, in-
terobserver, or attribute bias. Success in scoring by SAM, by at-
tending to the differences in the descriptive terminology used for
scoring attributes (see, for example, A8, B9, and C6, in Table 1),
may have a significant impact on bias in sex estimation from mor-
phological characteristics.

We have demonstrated that the ID3 algorithm is useful in iden-
tifying potentially informative subsets of skeletal morphological
attributes. Its advantage over using all available attributes is that
it suggests relatively few attributes and presents an optimal order
and application of the attributes. ID3 is capable of producing high
accuracy in bootstrapped training set/test set trials, even with as
few as three attributes. The ability to identify subsets of useful at-
tributes can be particularly helpful in archaeological or forensic
applications, where for example, missing or damaged skeletal el-
ements may frustrate analysis by linear models or metric calcula-
tions, and selection of attribute subsets appropriate to the avail-
able material is desirable. Although the ID3 algorithm is not
necessarily a substitute for human expert analysis, it can be ap-
plied effectively to any question in skeletal analysis where data
can be organized into discrete classes that are composed of at-
tributes.
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ple of equal sex distribution was evaluated with our preferred suite
of A7, B7, and C4 (Table 1).

Decision trees and examples not correctly classified were
recorded for each trial. Each example that failed classification
when tested was mapped to its source individual from the Terry
Collection sample to identify consistently misclassified individu-
als, as well as patterns of misclassification resulting from age, sex,
or attribute choice.

Results

Table 2 shows summary statistics for accuracy in classification
over ten trials. Error rates represent the proportion of examples in
the test sets that did not fit decision trees developed from the train-
ing sets. The Expert B attribute suite was more accurate on average
(91.3%) than the full set of 31 attributes (90.0%) and the suites sug-
gested by the other two experts (87.8 and 89.6%). The Phenice suite
of ventral arc, subpubic ramus, and medial aspect of the ischio-pu-
bic ramus, was less accurate than reported by Phenice (2), but still
good (89.2%), and consistent with the results of Rogers and Saun-
ders (3). Our selected attribute suite of preauricular sulcus, sciatic
notch, and subpubic concavity (as defined by A7, B7, and C4, in
Table 1) was the most accurate. Results were equal to or better than
other suites in nine of the ten trials, for an average of 93.1% correct
classification. It was also the most consistently accurate suite, with
only one trial returning less than 90% accuracy (87.0%). Other
suites tended to be more variable, returning either very good results
having error rates well under 10%, or poor results with error rates of
12% or greater. All suites misclassified females more frequently
than males. Misclassified females were evenly distributed through
all age categories. Most misclassified males were in the older age
categories (50–60 and 60–70 years). We observed no systematic
misclassification by sex that was attributable to racial differences.
Results from the secondary sample are discussed below.

Discussion

Our results demonstrate that ID3 is an effective tool for identi-
fying subsets of morphological features of the os coxae with a high
degree of accuracy (�90%) that is comparable to other methods
(2,3,14). In fact, inspecting a small number of attributes may be
more accurate than using all possible traits. The selected suite of
preauricular sulcus, sciatic notch, and subpubic concavity should
provide good results when scored as indicated in Table 1 and ap-
plied to estimate the sex of unknown individuals.

Systematic misclassification of females in trials based on the pri-
mary sample of 115 led us to draw a secondary sample that was

TABLE 2—Attribute suite error rates over 10 trials.

Mean Minimum Maximum
Attribute Suite Error % Error % Error %

1. All 31 attributes 10.0 5.3 13.8
2. Expert A attribute suite 12.2 5.6 18.2
3. Expert B attribute suite 8.7 0.0 17.0
4. Expert C attribute suite 10.4 6.8 17.2
5. Three preferred attributes 6.9 3.4 13.0

suite
6. Phenice attributes suite 10.8 5.3 15.9
7. Three preferred attributes 13.5 6.3 27.6

with equal sex ratio
data sample
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